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ABSTRACT

Many factors affect speech intelligibility in face-to-face conversa-
tions. These factors lead conversation participants to speak louder
and more distinctively, exposing the content to potential eavesdrop-
pers. To address these issues, we introduce Theophany, a privacy-
preserving framework for augmenting speech. Theophany estab-
lishes ad-hoc social networks between conversation participants to
exchange contextual information, improving speech intelligibility
in real-time. At the core of Theophany, we develop the first privacy
perception model that assesses the privacy risk of a face-to-face
conversation based on its topic, location, and participants. This
framework allows to develop any privacy-preserving application
for face-to-face conversation. We implement the framework within
a prototype system that augments the speaker’s speech with real-
life subtitles to overcome the loss of contextual cues brought by
mask-wearing and social distancing during the COVID-19 pan-
demic. We evaluate Theophany through a user survey and a user
study on 53 and 17 participants, respectively. Theophany’s privacy
predictions match the participants’ privacy preferences with an
accuracy of 71.26%. Users considered Theophany to be useful to pro-
tect their privacy (3.88/5), easy to use (4.71/5), and enjoyable to use
(4.24/5). We also raise the question of demographic and individual
differences in the design of privacy-preserving solutions.
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Figure 1: Theophany implementation as a real-life subtitle
application. Theophany leverages a multi-modal channel
(eye-tracking, cameras, and audios) that recognizes recipi-
ent(s) and records the speaker’s speech, estimates the privacy
sensitivity of each sentence, and dynamically establishes ad-
hoc social networks to transmit the textual retranscription
to the appropriate recipients’ smartphones.

(MM ’21), October 20-24, 2021, Virtual Event, China. ACM, New York, NY,
USA, 9 pages. https://doi.org/10.1145/3474085.3475507

1 INTRODUCTION

Face-to-face conversations are the most effective support of infor-
mation communication by enabling the full range of visual and
auditive cues [6]. However, many factors can affect the transmis-
sion channel, whether external (background noise, reverberation,
distortion), or internal to the conversation (speech disorders, hear-
ing impairment, absence of contextual cues). These factors signif-
icantly reduce speech intelligibility, impeding the naturalness of
face-to-face conversations. Speech augmentation in face-to-face
conversations can enhance speech intelligibility by transmitting
additional information to the conversation participants’ personal
devices. Speech augmentation raises significant privacy concerns.
Bystanders may overhear the conversation, whether intentionally
(eavesdroppers), or unintentionally (due to physical proximity).
However, by nature, face-to-face conversations are ephemeral, ex-
isting only at the time they take place. Speech augmentation threat-
ens this paradigm by recording and transmitting information over
digital means. Yet, few studies consider privacy in face-to-face
conversations, and most of the proposed solutions reduce speech
intelligibility [4, 10, 18, 20, 29].

To address these issues, we introduce Theophany, a privacy-
preserving framework for speech augmentation in face-to-face
conversations. Theophany operates by deploying privacy respect-
ful ad-hoc social networks on mobile devices. These ad-hoc social
networks convey the user’s speech content to the conversation
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recipients according to the message’s sensitivity and the user’s pri-
vacy preferences. Theophany relies on the first privacy perception
model developed specifically for daily conversations. This model
evaluates the user’s perception of the privacy risk based on the
data sensitivity, the exposure risk due to the location, the location’s
acoustic property, and the data recipient relevance. Theophany
leverages the contextual integrity (CI) framework [21], to minimize
the leakage of information disclosure to recipients deemed not ap-
propriate. We integrate this model within a system architecture
that can be used to develop any privacy-aware application for face-
to-face conversations. This system architecture provides a seam-
less information-sharing channel that enables social interactions
while respecting social distancing, improving social interaction in
a privacy-preserving manner without registration process, creat-
ing a Cl-regulated Augmented Reality Social Network (ARSN). At
the time of writing this paper, the social distancing restrictions
brought during the COVID-19 pandemic are still in effect, signif-
icantly impeding face-to-face conversations. As such, we imple-
ment Theophany within a prototype smartphone app that provides
privacy-appropriate recipients with real-life subtitles, alleviating
the issues of masks and social distancing on face-to-face communi-
cation (See Figure 1). During our final user evaluation, we show that
Theophany accurately (71.26%) matches the privacy expectations
of the participants, while presenting a high technology acceptance.
The main contributions of our paper are as follows:

e We develop a novel privacy perception model for daily
conversations. The model accounts for the conversation con-
tents’ sensitivity, the level of trust in the participants and
the environment, and the ambient noise.

We introduce Theophany, a framework leveraging CI to
build privacy-respectful applications for speech augmenta-
tion. This framework protects against both voluntary and
involuntary overhearing in face-to-face conversations.

We implement Theophany as an ad-hoc social network in
which the CI framework governs the flow of information.
We evaluate Theophany through both a user survey and
an exploratory user evaluation. Theophany scores closely to
users’ privacy preferences with 71.26% accuracy. Participants
found Theophany useful (3.88/5), enjoyable (4.24/5), and easy
to use (4.71/5). They also expressed that they would adopt
Theophany under a lighter form-factor (3.76/5).

2 RELATED WORKS

In this section, we first describe the media richness theory as our
justification for designing our privacy-preserved solution. Next, we
compare our solution with other privacy-preserving solutions.
Media richness theory: The theory of information richness [5]
is a framework that describes a communication medium’s capability
to reproduce the information delivered through it. This theory is
usually employed to rank and assess the efficiency of certain media
types in organizational communication [17]. Based on contingency
theory and information processing theory [23], we consider the
theory of information richness significantly in our solution design,
where the richest information channel for person-to-person com-
munication is reserved for the sake of effective information delivery.
According to the hierarchy of media richness [1], individuals receive
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the most information from face-to-face oral communication as most
of the communicative cues are available, serving as the signifiers in
the user affordance between individuals in the conversations. How-
ever, the richness of face-to-face communication deteriorates when
some cues are suppressed (e.g., when wearing surgical masks [9]).
Additional visuals [15] can serve as a compensation cue for such
losses of medium richness. Our paper addresses the loss in media
richness during the daily face-to-face conversation and establishes
a privacy-conserved channel to present the additional visuals.

User’s Privacy Perception: Perez et al. [33] make an attempt to
understand user’s (sound) privacy perception in terms of acoustic
properties of the environment. Kumar et al. [11] propose a frame-
work to quantify user’s privacy perception of text data which it
generates in real-time and builds a color-code warning system.
However, this solution is primarily designed for text data and is
not directly applicable to preserve privacy for daily conversations.
Liang et al. [18] study the users’ perception in an environment in
which the audio is recorded continuously. The authors propose that
users’ privacy perception improves if the quality of the audio is
degraded before it is recorded. This result is consistent with other
studies showing that slight obfuscation of location data can en-
hance the users’ privacy perception while still enabling the original
application [2]. However, these results can not be directly used in
the much wider scope of face-to-face conversations.

Speech Augmentation: Recently, the idea of augmenting speech
has gained momentum in the wake of the ongoing pandemic. How-
ever, its scope can be generalized to many other scenarios, such as
hearing impairment or noisy environments. MAScreen [13]converts
the user’s lip motion to visual content visible to the surrounding
audience. Similarly, two smart face masks prototypes [7] address
the face occlusion problem: Mouthy Mask reproduces the image
of the wearer’s mouth, while Smiley Mask provides symbolic con-
tents. These masks are becoming more useful in public contexts to
support short socially-expected rituals, by showing the occluded
information from the users’ faces, as an alternative form of emoji-
style visualization. However, the above studies do not consider
privacy conservation. Our paper uniquely considers the visualiza-
tion of augmented speech with the privacy feature supported by
contextual integrity in daily conversation.

3 QUANTIFYING PRIVACY PERCEPTION IN
DAILY CONVERSATIONS

In this section, we develop a model for privacy perception in daily
face-to-face conversations based on the framework of Contextual
Integrity. After summarizing the key elements of this framework,
we introduce the primary parameters of privacy perception, from
which we derive a model to measure the privacy risk of speech data.
Finally, we perform two user studies to tune our model’s variables.

3.1 Contextual Integrity

In daily-life conversations, people intuitively adapt the content
they share in a conversation, depending on 1) the content, 2) the
level of trust they have in their conversation partners and, and
3) the environment [33]. These factors can serve as a basis for
understanding the user’s perception of privacy and can be used to
build privacy-enhancing technologies for daily conversations.
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Following this line of reasoning, we design Theophany as a
privacy-enhancing technology for daily conversations. We base
the design of Theophany on the principles of Contextual Integrity
(CI) [12, 21]. The theory of contextual integrity proposes that infor-
mational privacy can be achieved by ensuring the appropriateness
of information flows in the given context. An appropriate flow
is a flow that complies with the norms associated with it. Such
norms are determined by five factors: Sender, Recipient, Subject,
Attribute, and Transmission Principle. For instance, in healthcare,
patients (data subject, sender) submit their health-related informa-
tion (information type) to doctors (recipient) under conditions of
strict confidentiality (transmission principle). In this context, the
information flow is constrained by the transmission principle of
confidentiality, which restricts the information flow to other parties.
However, if we replace the doctor with a friend, the transmission
principle changes, and thus the appropriateness of the flow.

Theophany uses CI as a system abstraction to prevent the spread
of inappropriate information flows when the user speaks during
their daily conversations. To achieve this goal, we build a model that
detects inappropriate information flows depending on the context
(recipients, location, topics). Theophany thus provides the first
line of defense against undesired dissemination of the user’s daily
conversations by making sure that those conversations are received
by the recipient the user actually intended.

3.2 Privacy Perception Parameters

We conduct an online pilot study with 30 participants to determine
the parameters that significantly affect users’ privacy perception in
daily conversation!. We asked users how comfortable they would
be in disclosing their personal information (name, age, home ad-
dress, personal mobile number, personal email address, occupation,
blood type, credit card number, medicine, and birthday) in the voice
conversation at different circumstances, like bank, office, meetup,
medical center. The survey was distributed among the personal con-
nections of the authors. Based on findings from previous research
on sound privacy [33] and our observations on user’s discomfort
level regarding disclosing information through conversations, we
identify five primary parameters that define privacy perception (see
Tables 1-5 (Appendix)): Data (Content to be disclosed) sensitivity
(S), Exposure risk caused by the physical location in which it is
disclosed (E), Acoustic properties of the environment (A), Relevance
of the conversation content with the conversation partner (V), and
Relatedness of conversation content with the context (R). These pa-
rameters influence the privacy risk perceived by the user when they
make data disclosure decisions during face-to-face conversations.

3.2.1 Data Sensitivity (S). Each data item D has an inherent sensi-
tivity that does not depend on external factors. For instance, medical
information is inherently more sensitive than which school did the
user goes to. We define the sensitivity in terms of a given data
element in terms of the amount of information (or control) that
gets released out of the user’s hand once the data element becomes
public/leaked. We adopt three categories for classifying the infor-
mation in terms of sensitivity: low, medium, and high sensitivity.
The reason for choosing only three categories instead of choosing

IPilot Study https:\shorturl.at/eDEIQ
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multiple fine-grained categorizations is that the smaller number of
categories is more manageable cognitively [22].

3.2.2 Exposure Risk due to Location (E). We define the exposure
risk as the risk associated with the physical location of the con-
versation. The location influences information exposure to outside
parties by presenting many bystanders or conditions that force
conversation participants to raise their voice, increasing the infor-
mation transmission distance. A closed office or the user’s home
presents a minimal exposure risk, while a mall carries a significantly
higher risk. Although places such as concerts and festivals present
external noise conditions that reduce the information transmission
distance, bystanders’ density increases the exposure risk.

3.2.3 Acoustic Property (A). We define the acoustic property as
the amount of noise of the environment. The background noise is
related to the risk of privacy leakage since a background noise leads
the speaker to speak louder to convey information. Hence, the risk
of being heard by an eavesdropper or being recorded by a nearby
microphone significantly increases. In prior works, Zarazaga et
al. [33] report that subjects are comfortable disclosing sensitive
information in locations with higher background noise. We classify
the background noise into three categories: 1) low (below 40 dB), 2)
medium, (40 to 60 dB), and 3) high (over 60 dB).

3.24 Data-Recipient Relevance (V). We define data-recipient rele-
vance in terms of how critical it is for the recipient to receive the
data. For example, giving healthcare data to a doctor is critical to
the user, no matter how sensitive such data are. A medical doctor
has high data-recipient relevance for medical data, leading to a
very low perceived privacy risk. On the other hand, there is little
relevance if the recipient of healthcare information is a coworker.

3.2.5 Data Context Relatedness (R). We define data-context relat-
edness in terms of the user’s trust level in the general environment.
For example, the user may speak freely on sensitive topics at home
without minimal worry about privacy leakage or eavesdropper. On
the other hand, at the office, the user may not feel comfortable
addressing specific topics, regardless of the actual exposure risk (E).
We classify the location into three categories: 1) Private (home), ii)
semi-public (office, gym), and iii) public (cafe, mall).

3.3 Risk Perception Model

In this section, we establish the relationship between the privacy
risk P of a given data D, and privacy parameters S, E, A, V, and R
mentioned in Section 3.2. From Maximilien et al. [19], we establish
that the privacy risk P is directly proportional to Data Sensitivity
S, and Exposure Risk E. From Senarath et al. [26], we establish that
the privacy risk P of a given data D, is inversely proportional to
Data Context Relatedness R. In prior empirical research on sound
privacy, Zarazaga et al. [33] reported that users were uncomfortable
in disclosing sensitive information in locations that have higher
background noise, and we also confirm this observation in our
pilot study, and therefore, we establish that privacy risk P of the
user, is directly proportional to Acoustic Property A. From the pilot
study, we also find that users perceive a lower privacy risk when
disclosing their sensitive data items to their conversation partners
who have relevance with the data, and hence from this, we establish
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that the privacy risk P of a given data D, is inversely proportional to
Data-Recipient Relevance V. Combining these elements, we consider
that the privacy risk P; of the user i can be obtained by:

§% x EP x A°
vd x Re
Where, f, a, b, ¢, d, e are real numbers. These variables’ values
(a,b,c,d, e) correspond to the associated parameter’s weight in
quantifying the net privacy risk posed by a given flow. For instance,
if the value of the variable ‘a’ is high, it means the contribution of

its associated parameter S in determining the risk is also high.

Risk_Posed_By_flow, P; o f§ X (1)

3.4 Model Tuning

We aim to observe how close the relationship proposed in Equa-
tion 1 is to the actual privacy risk perceived by users. We adopt
the definition of privacy perceived risk from Maximilien et al. [19]
and Senarath et al. [26] in the conversation settings. Our definition
for the user’s perceived privacy risk is as follows: “a measurement
that determines the user’s feeling of discomfort or reluctance in
disclosing a data item in the given conversation context“. We follow
the protocols presented in [26] as guidelines to conduct studies
for quantifying user’s privacy perception in daily conversations.
Following these guidelines, we conduct two user studies. The first
study aims at establishing the general users’ privacy perception
through an Amazon Mechanical Turk survey. The second study
regroups a limited number of privacy experts to perform a fine-
grained evaluation of the privacy risk in various scenarios.

3.4.1 Study I: We recruited 196 workers from Amazon Mechan-
ical Turk (AMT) to obtain the data for the dependent variable of
our model. The participants were of age from 18 to 65, and 116
participants are women (Detailed demographic information in Ta-
bles 7-9 (Appendix)). None of these workers were involved in the
pilot study used to identify the privacy perception parameters, or
in any later study. In this survey, we define users’ perceived privacy
risk as their discomfort or reluctance for data disclosure in daily
conversations. We ask users about the perceived discomfort when
they disclose data during their conversations to measure their per-
ceived privacy risk. We define five settings for daily conversations:
1) Restaurant, 2) Hall, 3) Office Closed, 4) Office Open, 5) Street,
and consider the following data items: name, age, address, mobile
number, email address, occupation, blood type, credit card number,
medicine taken, and birthday. We also extract 45 real excerpts of
user conversation of varying sensitive levels on cancer, pet, and
family topics, as proposed by Kumar et al [11]. We ask the AMT
workers to rate their level of comfort for the following scenarios:

(1) disclosing each of the 10 data items in the five settings.
(2) saying each of the 45 excerpts in the five settings.

The AMT workers rate their feeling of discomfort for disclosure F;
on a five-point Likert scale (very uncomfortable — very comfortable).
We aim to determine how close the calculated privacy risk P; (Equa-
tion 1) is from F;. Through this study, we obtain F; € {1,2,3,4,5}
for each user in a total of 275 (i.e. 5 x (10 + 45)) scenarios.

3.4.2  Study Il: We conduct a second study with a focus group of
8 privacy experts who have experience in designing systems for
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Figure 2: System Architecture. Theophany transforms the
user’s speech into text and estimates the intended recipi-
ents through gaze detection. The CI Enforcer module eval-
uates the sentences’ sensitivity. If the sensitivity meets the
speaker’s privacy threshold, the sentence is transmitted to
the appropriate recipients.

privacy and security. This study aims to obtain the model’s inde-
pendent variables mentioned in Section 3.2 (sensitivity, exposure,
acoustics, recipient relevance, and context relatedness) for the data
disclosure scenarios used in the survey. For each of the 275 sce-
narios, the participants categorize the value of the 5 independent
variables into three privacy levels (high - 3, medium - 2, low - 1).

3.4.3 Data Analysis: From the study I, we extract the users’ per-
ceived privacy risk for the dependent variable P, while study II
evaluates the independent variables (S, E, A, V, R) of our model. We
then use curve-fitting on the raw data to determine a, b, ¢, d, e. As
the search space is large, we rely on heuristics used in prior litera-
ture [26] on user’s privacy perception. This study reports that the
relation between perceived privacy risk is in i) direct linear relation
with sensitivity (S), ii) direct cubic relation with Exposure (E), and
iii) inverse linear relation with Data Context Relatedness (R), which
leads to the following values: a = 1,b = 3,e = 1. After applying
curve fitting with these values, we recover the optimal result for
the goodness of fit (R Squared = 0.728, Root Mean Squared Error =
0.412 with 95% confidence interval) under the following form:

0.56 X S x E3 x A08
P; = (2
V XR
So, the parameters of the model are as follows: f = 0.56,a =1,b =
3,¢ =0.8,d = 1,e = 1. This model gives us the best approximation
of user’s perceived risk at the core of our CI-based framework.

4 SYSTEM DESIGN

Due to the nature of the transmission medium, information ex-
changed during face-to-face conversation is propagated to everyone
in the vicinity. Theophany aims to minimize the leakage of informa-
tion disclosure to the recipients who are deemed not appropriate
right at the source by relying on the theory of contextual integrity
(CI). To achieve this goal, Theophany consists of three modules: CI
flow extraction, CI Flow Processing, and Privacy Metric Aggregation
as depicted in Figure 2. After extracting the CI parameters from the
information flow, the CI flow processing module determines the
sensitivity of the flow based on the model presented in Section 3
and the identified recipients of the conversation. Afterward, the
Privacy Metric Aggregation combines these two components’ results
into a single metric to determine if the given flow respects/violates
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CI norms. If the flow containing the information on the user’s sen-
sitive topic is considered appropriate by the CI framework, it is
transmitted to the relevant users. if the flow does not contain any
information on the user’s sensitive topic, the last two modules of
Theophany are bypassed. In the rest of this section, we describe
these modules and how they integrate the CI theory.

4.1 CIFlow Extraction

This module is responsible for extracting different relevant CI pa-
rameters (as stated in Section 3) from the given information flow
and existing metadata. These parameters include the actors (sender,
subject) and the type of information (attribute). The parameter
extractor then maps these parameters onto CI flows. Extracting
sender and subject is relatively straightforward since both parame-
ters are the user itself. However, extracting other information like
attributes and transmission principle is more challenging. For ex-
ample, if the user is sensitive about disseminating health-related
data (e.g., HIV), the CI Flow Extractor analyses the user’s speech
to determine whether the conversation contains any HIV-related
topics. However, if the user is trying to speak (or send) HIV-related
information at home or in a closed office at the hospital, they might
be sharing it with a family member or a doctor. Such information
flow should be considered admissible even though the user’s speech
contains sensitive information. In other contexts, such as in the of-
fice or at a public place, the flow can be considered non-admissible.

4.2 CIFlow Processing

The CI Flow Processing module comprises two components: (1) Sen-
sitivity Analysis quantifies the instantaneous sensitivity level of
the text (converted from user’s speech), and (2) Eye-Tracking based
Recipient Recognition identifies the recipients in real-time.

4.2.1 Sensitivity Analysis (S). This component is responsible for es-
timating the sensitivity of the given information flow, i.e. amount of
privacy the user’s speech may leak. It classifies a given information
flow F as sensitive if the Amount of Information carried by the flow
is beyond the comfort level of the user y in a user’s sensitive con-
text. The amount of information is measured using an information-
theoretic metric: pairwise mutual information (PMI) [24]. The PMI
of a given flow F in a given context ¢ is given as:

Count(F;t)
nt(F) x Count(t) ®)

Where Count(F;t) represents the number of co-occurrences of
F and t. If PMI(F;t) > y, the flow is sensitive. The problem of
sensitivity estimation thus reduces to finding the PMI value for
the flow. Calculating this value requires the presence of a corpus.
We rely on the solution proposed by Kumar et al. [11] which has a
minimal footprint on the mobile systems. Using this approach to
determine sensitivity has several advantages over traditional natu-
ral language processing (NLP) approaches. Sensitivity estimation is
highly dependent on the context, and these contexts tend to evolve
outside of the scope covered by the original NLP training dataset.

PMI(F;1) = - log,
ou

4.2.2  Eye-Tracking based Recipient Recognition. One of the pri-
mary challenges in building privacy-enhancing technology for daily
conversation is to locate relevant recipients in real-time. Eye-gaze
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is an ideal option for this purpose. In both our user study and the
Amazon Mechanical Turk (AMT) study, almost every user con-
firmed that whenever they wish to disclose sensitive information
in a conversation, they tend to look at the recipients with very
high confidence (avg = 4.82, std = 0.38) on a scale of 1-5 where 5 is
the most confident, and 1 the least confident. With the human eye
having a high enough resolution only over a few degrees [3], gaze
tracking allows us to accurately identify conversation recipients.
Using eye gaze to guide information dissemination to other users
also solves the problem of the information being heard by an eaves-
dropper since the eavesdropper would likely not be in the user’s
line of sight.

4.3 Privacy Risk Aggregation

This module is responsible for aggregating the information received
by the CI Flow Processing module and estimating the privacy risk
posed by the given flow through equation 2 with the criteria defined
in Section 3.2. The privacy risk score calculated by this module can
be further used in several ways depending on the privacy frame-
work being used to design a solution. In this work, we use the CI
framework, and the privacy risk score is used to determine the trans-
mission principle dynamically. Since the user’s privacy perception
evolves over time and contexts, the transmission principle needs
to be updated accordingly. The Privacy Risk Aggregation module
keeps the model up-to-date with the user’s privacy perception.

4.4 Enforcing CI in Theophany and Examples

Theophany enforces contextual integrity by identifying the infor-
mation flow parameters and assessing the flow’s appropriateness
within the conversation context using three components summa-
rized in Figure 2. The CI parameters are determined as follows: 1)
Sender (the user itself), 2) Subject (the user itself), 3) Information
Type (determined by CI Flow Extraction), 4) Recipient (determined
by CI Flow Processing), and 5) Transmission Principle (determined
by Privacy Metric Aggregation) The CI Flow Extraction component
preprocesses the user’s speech and determines the information type.
If the information type is related to sensitive topics, Theophany
checks if the input text respects the transmission principle. The
user’s speech is transmitted (1) if it is not sensitive given the user’s
privacy leakage tolerance in the given context, and (2) if the recipi-
ent is deemed appropriate given the information type, regardless
of the sensitivity level of the text. If the CI Flow Extraction deter-
mines the information not to be sensitive, the information can be
directly transmitted, bypassing the CI Flow Processing module and
the Privacy Metric Aggregation module. Otherwise, the CI Flow
processing and Privacy Metric Aggregation determine the user’s
speech’s sensitivity after considering multiple aspects: sensitivity
of the text, acoustic characteristic, exposure risk, data-recipient
relevance, and data-context relatedness (Equation 2).

To illustrate how Theophany determines whether a transmission
would violate the user’s privacy, we consider the following example:
“my mom and dad are getting divorced I might end up in hands of
social care”. We assume that the user considers family-related con-
versations as moderately sensitive. To determine the transmission
principle, Theophany estimates the user’s perceived privacy risk
for this flow based on Equation 2. Data sensitivity (S) is determined
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Figure 3: Theophany operation depending on the topic and
session. (a) the topic is not sensitive and transmitted to ev-
erybody in the user’s gaze. (b) the topic is work-sensitive and
only transmitted to the coworker. (c) the topic is sensitive
and only transmitted to the friend in the user’s gaze. A new
friend entering the user’s gaze only gets the textual tran-
scription once a new session (topic) starts (d). (e) the topic is
highly sensitive and nobody gets the textual transcription.

to be 2 following the method in Section 4.2. If the conversation
happens in a quiet home environment with a trusted friend, then E,
A, V, and R take values of 1, 1, 3, and 3, respectively, for a perceived
privacy risk of 0.124. However, if it happens in the festival area
with a work colleague, then E, A, V, and R take values of 3, 3, 1, and
1, respectively for a perceived privacy risk of 109.23. Equation 2
ranges between 0.062 and 109.24. To present the privacy score to
the user, we thus normalize the score in the range [1-10], leading to
1.005 and 9.87 for the above two scenarios, respectively. A user with
a privacy threshold of 6 would consider the transmission in the
first scenario appropriate, but not in the second scenario (30 more
examples — 6 Speech Excerpt * 5 Scenarios in Table 6 (Appendix)).

4.5 Implementation

We implement Theophany within a real-life prototype system tar-
geted towards improving speech intelligibility with COVID-19 re-
strictions (social distancing, mask-wearing). We use the user’s eye-
gaze to infer the intended recipients (see Figure 3). As most smart-
phones do not have this eye-tracking capability [14], we use an
external device that provides eye-tracking in real-time. We thus
use Microsoft Hololens 2 for eye tracking while an Android phone
(Samsung Galaxy A6 Plus) captures the user’s voice and displays
the conversation content to the recipients deemed appropriate. Al-
though this setting is appropriate for a demonstration application,
it is not feasible for wide-scale distribution. A more realistic ap-
proach would consist of integrating all the components within
smaller-scale smartglasses, with the added advantage of overlaying
subtitles on top of the participants’ physical location. However,
with the state of current technologies [15], we consider that using
a combination of Microsoft Hololens 2 and smartphones represents
a good emulation of the setting for demonstration purposes [16].
The implementation includes the following modules: CI Flow
Extraction, sensitivity analysis, and eye-tracking module. We imple-
ment the first two modules in Android (API 16) using Java 1.15.
We use Android’s SpeechRecognizer API for voice-to-text con-
version, and we apply the conversion on 15 seconds-long windows
of voice recording. We use the Apache OpenNLP 1.9.1 library to
perform the primary natural language processing tasks such as
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Figure 4: (a) Recognition Accuracy is high within distance of
2m and angle of 30° from the speaker, (b) Audio accuracy is
high for noise at most 40dB higher than the user’s voice.

stemming, pre-processing, and detecting sentences. For the sensi-
tivity analysis module, we use JSoup API (Version 1.12.1), based
on the implementation method described in [11]. Eye-tracking is
implemented in the C# programming language, using the Unity
2019.4.11f1 (LTS) framework. We rely on the components from
Microsoft’s official HoloToolkit-Unity repository (MRTK2). Though
eye-gaze serves as an anchor to guide the information dissemina-
tion, Theophany still needs to link the eye-gaze data to the identity
of the other person (whom the user is looking to), i.e., whether the
person is a doctor, spouse, or office worker with who the user is
comfortable to share its sensitive information. To do this linking,
we extract the circular region of radius 8 cm using eye-gaze as an
anchor for the center, and then utilize the face signature proposed
by Shu et al. [27]. However, this process needs to take images and
perform identity linkage every time the user wishes to speak about
a sensitive topic. To alleviate this problem, we introduce a heuristic
of the session, defined in terms of sensitive topics. The session starts
when the user initiates the conversation about a new sensitive topic.
The identity linkage step needs to be done only at the beginning.
A session associated with the given sensitive topic dies either if
the user does not speak about it for five minutes (user can easily
adjust) in the same context or if the context changes.

5 EVALUATION

In this section, we seek to establish how well the Theophany frame-
work can protect user privacy in face-to-face conversations, and
how effective our prototype system is at augmenting users’ speech
when typical communication cues are suppressed by COVID-19
restrictions. To this end, we first characterize the accuracy of face
and speech modules. Then, we determine the efficiency and accep-
tance of privacy-enhancing technologies for daily conversations.
We first establish the ground truth data on privacy perception. We
then discuss the impact of demographic factors on accuracy. We
conclude our study with a user evaluation of our prototype system
performed on 17 participants from six European countries.

5.1 Recognition and Audio Accuracy

Figure 4a depicts the accuracy of the face module according to the
angle and distance between the user and the individual to recognize.
The total recognition accuracy declines with both the distance and
angle. As long as recipients are within 2 meters and an angle below
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30°, the system recognizes the face with high accuracy (over 80%).
Figure 4b presents the accuracy of the speech module of the system.
As long as the noise level is at most 40 dB higher than the speaker’s
voice, the audio accuracy is over 80%. It allows users to continue
the conversation in their normal voice (60 dB), even in a noisy
environment without being forced to speak loudly which might be
overheard by bystanders. Overall, our system supports the typical
setting of daily conversations, even with socially distancing users.

5.2 Accuracy of Privacy Prediction

The transmission principle (presented in Section 3) should predict
the sensitivity of any information flow with high accuracy. Given
the lack of ground truth data to assess the accuracy of a privacy
model (in the CI enforcer module) in face-to-face conversations, we
recruited 53 participants (45 from the Amazon Mechanical Turk and
8 from the local university) from diverse backgrounds to provide
such ground truth. There was no overlap between this participant
set and the participants who took part in the initial pilot study or
in providing data for model tuning in Section 3. Most participants
meet less than 20 people a day, with 39% meeting 10 people or less.

We gave the participants a total of 45 affirmations over three
topics (pets, family, cancer) of varying levels of sensitivity. These
affirmations were taken from real user’s conversations on online
forums (Online Pet Forum, Reddit). Users on these forums typi-
cally mix formal and informal language to express their feelings,
resembling voice conversations. We asked the participants to rate
how comfortable they would be while saying these affirmations
in different locations on a 5-point Likert scale ranging from 1 -
very uncomfortable to 5 - very comfortable?. The locations are as
follows: 1) Closed Office, the user is alone or with highly trusted
friends, 2) Closed Office, the user is in presence of friends or reg-
ular acquaintance they may not know outside the professional
setting, 3) Restaurant, the user is in presence of a limited number
of strangers, mild to high background noise, 4) Hall, the user en-
counters a mix of close friends, acquaintances, and strangers, mild
to the high background noise, and 5) Street, the user is surrounded
by a crowd of strangers. Each participant provided their judgment
for 225 scenarios, resulting in a total of 11,925 privacy judgments.

After receiving the ground truth information from the test pop-
ulation (53 users), we evaluate the accuracy of the Theophany by
calculating the average absolute distance between the participants’
answers and Theophany’s results for each scenario. On average, par-
ticipants respond closely to Theophany’s results. With an average
absolute difference of 1.15 (std=0.46) out of a five-point Likert scale,
we can conclude that Theophany deviates from the users’ perceived
sensitivity by (+) 28.74%, for an average accuracy of 71.26%. This
result is slightly skewed by a couple of sentences that Theophany
over- or under-estimates. It is important to note that these num-
bers result from Theophany’s generic usage. We expect accuracy
to increase with the user-configurable privacy preferences.

5.3 Relation between Theophany Accuracy and
Demographics

To understand the relationship between the objective accuracy
of Theophany and user demographics, we split our dataset along

2Ground Truth Data Collection http://shorturl.at/iDJU9
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several directions. The country of origin affects the accuracy. Theo-
phany is on average (+) 7.45% more accurate for North American
and European participants (75.26% accuracy vs 67.81% for Asians).
We also notice a difference between genders. Theophany is on av-
erage (+) 5.59% more accurate for female participants (74.88% vs
69.29% for male). Both results can be explained by the composition
of our user panel for model tuning: the majority of participants
were of female gender from European and North American coun-
tries. However, our test panel is more varied. Since the majority of
the participants belong to age groups 25-35 and 35-45, we evaluate
the impact of age on the accuracy across two groups: 18 - 35 vs. 35+.
We notice a difference of (+) 7.08% in the accuracy between these
two age groups (72.04% for 18-35 vs. 64.96% for 35+). Finally, we do
not notice any significant impact on the accuracy when we separate
the participants on the basis of the number of people they meet in a
day (<10 vs 10+). Similarly, although one-third of the participants
reported that they consider themselves members of a vulnerable
community in some capacity, we do not notice its impact on the
objective accuracy. In conclusion, demographic factors such as age,
gender, and cultural background should be given extra attention
when designing solutions for daily life conversational privacy.

5.4 User Experiment

Privacy remains subject to individual preferences. As Theophany
ultimately leaves the final decision to the user, the user can always
bypass the system by speaking loudly at its own risk. It is thus
critical to evaluate the user’s perception of the system. We evaluate
Theophany through an exploratory user experiment.

We invited 17 participants to test the feasibility of our prototype
system. These participants were recruited from a local football club
regrouping over 100 amateurs of different ages, backgrounds, educa-
tion levels, and affiliations. All participants are of European origin,
with a total of six countries represented (Finland, Sweden, Spain,
Italy, Latvia, and Russia). The participants are young (18-34 years
old) and educated (higher education). 11 participants are men, and 6
participants are women. These 17 participants were not involved in
the initial pilot study for determining the parameters of the user’s
perception privacy model, in gathering the data (Study I and Study
II) for model tuning (in Section 3), and in the objective accuracy
evaluation (in Section 5.2). Due to the COVID-19 pandemic, we
could not get a more diverse user group, especially old age users.

5.4.1  Privacy Awareness (in Daily Conversations) Survey. We first
asked the participants to fill in a survey?, partly based on Tuunainen
et al. [28], divided into three parts: general conversational privacy
awareness, measures they take to protect their conversational pri-
vacy, and conversational privacy in the context of the pandemic.
We asked users to rate several affirmations on a scale ranging from
1 - very unlikely to 5 — very likely.

The general privacy awareness of the users is very high, with
an average of 4.17 (+1.17) (std=0.62). Regarding privacy awareness
on how they disclose sensitive information in their conversation,
users tend to worry about their data privacy and security (avg =
3.75 (+0.75), std = 0.99). Furthermore, they worry about their infor-
mation getting heard by an eavesdropper (avg = 3.13 (+0.13), std =

3Technology Acceptance Survey http://shorturl.at/wKO58
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1.3), and getting recorded by a microphone that they didn’t know
(avg = 3.08 (+0.08), std = 1.4). Users tend to rely on adjusting the
loudness of their voice to protect privacy in their conversations
based on their perception of the environment (avg=3.24 (+0.24),
std=1.11). Users tend to think carefully before disclosing any sen-
sitive information in their conversation (avg = 3.92 (+0.92), std =
1.01). However, users had had experiences in the part when they
misread the trust level of their conversation, and later the informa-
tion disclosed during the conversation got exposed to the larger
extent for which it was not intended (avg = 2.75 (-0.25), std = 1.36),
and this observation is consistent with the phenomenon of imme-
diate gratification studied in prior literature [30] in the domain of
online social media, which states that individuals are susceptible
to hyperbolic time discounting, i.e. the tendency to increasingly
choose a smaller-sooner reward over a larger-later reward. Finally,
the COVID-19 pandemic has had a significant effect on people’s
conversations, especially when sharing some sensitive information.
Since the health guidelines mandate the use of face mask, many
users (43.49%) have trouble in understanding the speaker due to
the loss of media richness caused by face covering. Combined with
social distancing guidelines, the speaker is required to take off
her/his mask or to speak louder than normal to be understood. The
responses to this survey are very weakly correlated with techno-
logical literacy (Pearson correlation coefficient lower than 0.42).
The privacy awareness of our participants is remarkably high (on
average one point higher than the original study from Tuunainen
et al. [28]), which usually pairs with high technological literacy.

5.4.2  Technology Acceptance. After explaining the purpose and
operational flow of Theophany to our participants, we split them
into the group of four participants. One participant takes the role
of speaker, while the other three take the role of conversation part-
ners. The speaker wore the Hololens 2 to determine the recipient of
the conversation about the given sensitive topic through eye gaze
tracking. The recipients used their phones to receive the conver-
sations. Participants were standing at a distance of 1.5 meters to 2
meters from each other, which corresponds to the typical distancing
recommendation during the COVID-19 pandemic. Before starting
the conversation, the speaker specified which other participant
should receive the conversation on the given sensitive topic. The
participants were allowed to use the application for a total of ten
minutes. We repeated this experiment until each participant in our
study has the role of the speaker once. To make the experience
more engaging, we randomize the groups so that conversations
happen between different participants. Each participant engages in
four conversations: one as a speaker, and three as a recipient.

We then asked the participants to fill a technology acceptance
survey [32]. We measured the Perceived Usefulness (PU), the Per-
ceived Ease Of Use (PEOU), the Intention Of Use (IOU), and the
Perceived Enjoyment (PE) (see Table 10 (Appendix)). Participants
found that Theophany enabled them to improve the way they de-
cide to disclose information in their conversation (avg=3.88 (+0.88),
std=0.67), to be more aware of the conversation’s privacy (avg=4.29,
(+1.29), std=0.57), easy to learn (avg=4.82, (+1.82), std=0.32), and
plan to use once it gets released with dedicated hardware (avg=3.76
(+0.76), std=0.35). Participants considered using their eye-gaze an
accurate approach to recipient detection (avg=4.00 (+1.0), std=0.68).

2063

MM 21, October 20-24, 2021, Virtual Event, China

During the feedback session, they also expressed that this solution
could be integrated with Glasses, or Specs, to improve their likeli-
hood of adoption. Many participants appreciated the importance of
this solution in the context of social distancing. Theophany received
particularly high acceptance among the female users.

Despite the objective accuracy of 71.26%, Theophany slightly suf-
fers in terms of perceived accuracy during the experiment, as users
report the perceived accuracy of 3.41 (+0.41) (std = 0.49), though
still above the average, on the scale of 1-5, where 1 being the least
accurate, and 5 being the most accurate, despite the user acknowl-
edging that the usefulness of Theophany in protecting their privacy.
This can be explained by the fact that topics of the conversation
evolve rapidly during the conversation. During the feedback ses-
sion, users expressed that if Theophany could be integrated with
lightweight Glasses or Specs, they are likely to adopt it for daily
communications. Many participants appreciated the importance of
this solution in the context of social distancing.

Overall, users who care about their online privacy display a
higher acceptance of Theophany. Despite high privacy awareness
among many of these users, most of them (88%) are worried about
their conversational privacy which might leak their privacy either
because of eavesdropper getting their information, or microphones
recording their information. Most of these users no longer maintain
their social media after the 2016 Facebook-Cambridge Analytica
Data Scandal [8], and multiple cases of the European Commission
fining Facebook [25] and Google [31] for their over-breaches com-
ing into light. They have now moved to secure applications like
Telegram, Signal Messenger, and prefer to interact with many simul-
taneously via Group Chat on these platforms instead of Instagram
or Facebook. But unfortunately, they do not have any solution for
speech privacy, and many of them commented that they would be
able to adopt the technology if it comes in a more usable form.

Our current user experiment reveals that highly privacy-aware
users are likely to adopt a solution that protects their conversation
privacy, since they often misread the trust level of their surround-
ings, resulting in privacy leakage. To confirm these results, it is
necessary to perform further evaluation on less technology- and
privacy-literate populations, that are the most at-risk.

6 CONCLUSION

This paper presents Theophany, a framework of privacy-preserving
augmented speech in face-to-face conversations. Based on the gaze
tracking, face signature, and conversation context, the system trans-
mits textual visuals to the appropriate recipients to improve speech
intelligibility. In future works, we will move the implementation of
Theophany to a head-worn device to reduce the reliance on multi-
ple devices. We will also evaluate other user-centered metrics (e.g.,
readiness, perceived information loads, user acceptance) on such
user interfaces. Finally, we will extend our study to the role of visual
cues. We will evaluate how to transmit such cues to conversation
recipients and study their impact on perceived privacy.
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